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Abstract—Wearable smart devices are capable of capturing
a variety of information from their users using a multitude
of noninvasive sensing modalities. Using features from the raw
measurements of wearable devices, sensor fusion enables us
to obtain a holistic picture of the users’ context and monitor
their activity state with increased accuracy. Human activity
recognition using noninvasive sensors allows us to capture the
natural behavior of users in their day-to-day lives. This in-the-
wild activity recognition, however, poses several key challenges
that must be addressed to create effective classification models.
The main challenges are class imbalance, uncertainty in classifier
decisions, and large feature spaces. To address them, this study
further explores a probabilistic sensor fusion method called
Naive Adaptive Probabilistic Sensor (NAPS) Fusion. In doing
so, we establish the viability of NAPS Fusion for natural human
activity recognition using noninvasive sensing modalities. NAPS
Fusion handles dimensionality reduction by creating reduced
feature sets and mitigates the class imbalance issue through the
use of Synthetic Minority Oversampling Technique (SMOTE).
Moreover, NAPS Fusion addresses uncertainty in the decisions
of classifiers using a Dempster-Shafer theoretic late fusion frame-
work. Our empirical evaluation demonstrates that NAPS Fusion
has broad applications beyond its original design for cognitive
state detection. It outperforms similar decision level sensor fusion
methods (late fusion using averaging, LFA, and late fusion using
learned weights, LFL) in the detection of exercise and sedentary
activities such as walking, running, lying down, and sitting. We
observe improvements of up to 56% in F1 score and up to 59%
in precision with NAPS Fusion over the compared methods.

I. INTRODUCTION

Human activity recognition can make a positive impact
on the quality of life of users through the precise capture
of human context using smart devices. Health monitoring,
assisted living, and security monitoring are among the areas
of interest that can benefit from activity recognition. For
example, activity recognition can remind patients to take their
medications on time [1], monitor the psychophysiological state
of aircraft pilots [2], [3], and detect threat activity in homes [4].
With ubiquitous computing, many more areas stand to benefit
from advances in sensor-based activity recognition.

Although human activity recognition has been an intently
researched topic for decades [5], recent technological advance-
ments in sensor technology have brought increased attention
to it. For instance, the shift to micro-electromechanical sys-
tems (MEMS) technology for inexpensive and minute sensors
such as accelerometers, gyroscopes, and microphones [6] has
increased the number of sensors that are housed inside smart-
phones and smartwatches. This has facilitated the collection of

rich and varied data from personal daily activities. In tandem
with the surging interest and adoption in wearable technology,
especially in healthcare monitoring applications [7], the need
for human activity recognition is even greater.

Prior Work. Within human activity recognition, the char-
acteristics of the sensor measurements and features oftentimes
dictate the type of recognition method used. For example,
each wearable sensor used for activity recognition tends to
contribute more than a single feature to the dataset. Moreover,
these sensors tend to capture raw measurements at a rate
much greater than a few hertz. Without establishing proper
relationships between a large feature space and different class
labels, it is difficult to classify activities properly [8]. Research
in human activity recognition has addressed the high dimen-
sionality of datasets through the use of principal component
analysis (PCA) [9] and neural networks with several hidden
layers [10]. Due to the complex decision boundaries involved
in high dimensional datasets, deep learning is one of the most
commonly used approaches in human activity recognition [11],
[12]. However, despite its widespread use, deep learning does
not directly address the dimensionality problem.

Not only are the features generated by the sensors important
in human activity recognition, but also the sensors themselves.
Many research studies have classified human context by lever-
aging noninvasive sensors commonly found in portable, smart
devices. For example, work in [13] and [14] provides single-
sensor methods using accelerometers for human activity recog-
nition. Accelerometers are a popular choice among single-
sensor methods due to their ability to capture various types
of physical, and often repetitive, activities. Despite their use,
single-sensor methods cannot capture the full gamut of human
activities. In an effort to improve classifier performance, stud-
ies tend to use multiple sensors for activity recognition [15],
[16], [17]. Generally in multi-sensor activity recognition, a
sensor fusion framework is used to combine information from
the different sensors.

There exist many sensor fusion methods used to process
and combine measurements from different sensors. These
methods can be grouped into three categories: early fusion
(data level fusion), intermediate fusion (feature level fusion),
and late fusion (decision level fusion) [18]. Early fusion (EF)
combines all the raw, often redundant, sensor data directly.
This fusion technique works best for multiple homogeneous
sensors, where the raw sensor data is fused without performing



any feature extraction. Intermediate fusion (IF) combines
features from various sensor modalities and selects suitable
features from those combinations. This technique is typically
used in conjunction with dimensionality reduction methods
such as principal component analysis. The main application
of IF is in classification using general pattern recognition
methods, such as neural networks. Although, this type of
fusion suffers from information and performance loss, it is
capable of incorporating data from both homogeneous and het-
erogeneous sensors. Late fusion (LF) combines the preliminary
decisions of individual classifiers to form a final decision and
improve classification accuracy. The most commonly used LF
methods use Dempster-Shafer theory, fuzzy logic, or Bayesian
inference [19]. Similar to IF, this technique also works for both
homogeneous and heterogeneous sensors.

Leading work in human activity recognition at the Univer-
sity of California, San Diego (UCSD), has highlighted the
difficulties related to detailed activity recognition and how
sensor fusion can address these issues. A study by Vaizman
et al. explored two distinct methods for late fusion. These LF
methods were Late Fusion using Averaging (LFA) and Late
Fusion with Learned weights (LFL) [20]. LFA averages the
output prediction probabilities of single-sensor logistic regres-
sion classifiers to obtain a final prediction. This fusing method
places equal weight to each sensor and avoids retraining after
the initial learning of the single-sensor classifiers. Unlike LFA,
LFL uses a logistic regression model as a second stage to
obtain a final prediction given the probability outputs of the
single-sensor classifiers as inputs. LFL exploits the fact that
some sensors can perform better for different class labels
(e.g., GPS is better for running than lying down) and assigns
different weights to them. The use of logistic regression in
LFL, however, may not provide the most effective method
for adapting sensors to certain features. This can lead to the
creation of fixed decision boundaries that are unable to adapt
as new information or sensors are presented.

Challenges. Human activity comprises multiple complex
body movements and environmental tasks performed in a
specific order to achieve a desired state. Understanding these
complex body and environmental interactions requires the
use multiple sensors, with each sensor capturing a multitude
of raw measurements and generating several features. The
sheer number of measurements and features presents a high
dimensionality challenge. This problem often crops up in
pattern recognition research and, in particular, multi-sensor
human activity recognition. Techniques such as principal com-
ponent analysis (PCA) and correlation-based feature selection
(CFS) [21] can reduce the number of features and speed up
classification by decreasing the cost of computation and stor-
age [22]. However, they can also degrade the performance of
activity recognition by mapping the original feature space to a
less interpretable one. Moreover, salient features in the original
dataset can be lost. These features may only be prominent in
the minority classes of a class-imbalanced dataset. The loss of
these features hinders the performance of the trained classifier
ensemble.

In addition to high dimensionality, the complexity of human
activity recognition often results in uncertainty in the deci-
sion boundaries of machine learning models (i.e., classifiers).
Without an adaptive and modular approach to model selection,
the performance of a late fusion method using an ensemble
of classifiers is highly dependent on the complexity of the
classifier. Adaptive fusion approaches can make use of simpler
classifiers and, instead, weigh the classifiers that perform better
on certain class labels higher than the others. The modularity
of a fusion method helps classify new classes with ease by
only adding classifiers trained on the new data to the ensemble,
without having to retrain existing models. Uncertainty in the
decision of a classifier can stem from missing sensor data,
sporadic measurements, or low confidence values. This can
lead to high variability in model prediction performance. Prop-
erly managing uncertainty in the collected data and models
can avoid unnecessary retraining of classifiers. To make an
activity or context inference using uncertain measurements
or features, various probabilistic assignments can be used.
For example, Bayesian networks trained on real data assign
probabilistic values to different nodes, which are later used
to infer new contexts [23]. Fuzzy logic and Dempster-Shafer
theory (DST) can also be used to handle uncertainty. While
these theoretic frameworks are capable of handling epistemic
model uncertainty, methods built using them tend not to be
adaptive and modular [24], [25].

The handling of imbalanced, or skewed, data poses another
challenge in activity recognition, especially in the model
creation stage. This can result in further uncertainty in a
classifier’s decision boundary. The problem of data skewness
arises when there is a considerable amount of imbalance
among the classes. This issue can worsen if positive examples
are inherently of more importance. Human activity recognition
datasets (e.g., [26]) are usually imbalanced when capturing in-
the-wild human behavior. Using datasets with unequal samples
between classes in multi-class classification problems intro-
duces class bias in the classifier training stage.

Insights. To overcome the aforementioned challenges
present in human activity recognition, we turn to a differ-
ent adaptive late fusion framework called Naive Adaptive
Probabilistic (NAPS) Fusion [27]. NAPS Fusion circumvents
the disadvantages of traditional dimensionality reduction tech-
niques by creating a multitude of reduced feature datasets that
span the original feature space. This addresses the problem
of large feature spaces without relying on other dimension-
ality reduction techniques. To handle model uncertainty, we
leverage NAPS Fusion’s sensor fusion approach, which relies
on Dempster-Shafer’s theory (DST) of evidence [28], [29].
Uncertainty reduction methods using DST have been shown to
perform well when combining information from multiple sen-
sors [30], [31]. To complement the DST-based fusion, NAPS
Fusion uses bootstrap aggregation in the model creation stage
to reduce classifier variance. Additionally, NAPS Fusion uses
Synthetic Minority Over-sampling Technique (SMOTE) [32]
to equalize minority and majority class imbalance and reduce
classifier bias.



Contributions. Through the use NAPS Fusion, we provide
a new approach to activity recognition that addresses some
of the key challenges present in the field. The following list
summarizes the contributions of this work:

• We demonstrate the successful translation of NAPS Fu-
sion, a late fusion method with adaptive model selection,
to a 4-class in-the-wild human activity recognition prob-
lem, extending its initial range of applications.

• We show that synthetic oversampling and simple, binary
classifiers trained on reduced feature sets can obtain com-
parable or improved classification performance compared
to the LFL and LFA benchmark late fusion methods.

• The Dempster-Shafer theoretic fusion framework in
NAPS Fusion is capable of handling epistemic uncer-
tainty in a classifier’s activity classification, providing an
overall improvement in classification performance.

Our methodology was validated on the UCSD ExtraSensory
dataset [20]. This dataset provides a suitable testbed for
activity recognition in-the-wild using noninvasive sensors in
wearable devices. We compare the results of NAPS Fusion
against LFL and LFA fusion to demonstrate the improvements
of NAPS Fusion over similar in-the-wild fusion methods.

II. METHODS

The NAPS Fusion method proposed in [27] for fusing
information from a variety of sources of information, sensors
in our case, is based on Dempster-Shafer theory (DST) [29].
Dempster-Shafer theory (DST) is regarded as a generalization
of probability theory that takes into consideration possibly
conflicting sources of information. Uncertainty is the central
concept in DST that quantifies the degree of certainty or
ignorance in our decisions. Belief and plausibility are other
concepts in DST that measure the minimum and maximum
certitude about a decision. DST provides a framework for
combining multiple, possibly conflicting, bodies of evidence
to make a decision. With DST, problems such as specifying
priors can be avoided.

An overview of the entire NAPS Fusion framework and
its components is shown in Fig. 1. In this section, we break
down the most important components in the framework to
explain how NAPS Fusion addresses the following challenges
in activity recognition: 1) high dimensionality, 2) multi-class
classification, 3) class imbalance, and 4) model uncertainty.
Although a more in-depth review of DST, tailored to sensor
fusion, is given after the description of the Adaptive Proba-
bilistic Sensor shown in Fig. 1, some DST concepts cannot be
avoided and are introduced beforehand to properly understand
NAPS Fusion. At the end of this section, we describe our
application of NAPS Fusion on the ExtraSensory dataset.

A. Naive Adaptive Probabilistic Sensor

1) High dimensionality: Given an original feature space
from a dataset

S =


x11 x12 . . . x1L C1

x21 x22 . . . x2L C2

...
...

. . .
...

...
xN1 xN2 . . . xNL CN

 (1)

with L physiological or physical features, N samples, and cor-
responding activity/class labels Cn, NAPS Fusion randomly
selects a reduced number of features from S to reduce the
dimensionality of the feature space. More precisely, a data
structure Dk is defined within the framework with a reduced
number of features L′ << L. These features are quasi-
randomly drawn, meaning that each sensor is guaranteed a
certain number of features to be drawn from it. This selection
process is repeated K times to ensure that the reduced fea-
ture sets {D1, D2, . . . , DK} randomly span the entire feature
space. It is important to note that the features are taken from M
sensors, where each i-th sensor provides a total of li features,
such that L =

∑M
i=1 li.

2) Multi-class classification: NAPS Fusion is able to han-
dle multi-class classification problems by treating each class
label as a proposition ωi within the frame of discernment (FoD)
Ω of the DST framework. DST requires that the propositions
in Ω be mutually exclusive and exhaustive. The power set
P(Ω) consists of all subsets of Ω. An element in P(Ω) is
called an augmented class or also a proposition. Support can be
assigned to each augmented class in P(Ω). Excluding ∅ and Ω,
different augmented classes can be selected from P(Ω) to train
classifiers. As an example of the augmented classes that can be
generated, given a 4-class problem with Ω = {ω1, ω2, ω3, ω4},
Table I shows the proposition combinations Cp for 4-class
and 2-class (binary) classifiers. In total, there are 14 valid
proposition combinations in a 4-class problem.

TABLE I
AUGMENTED CLASSES CREATED IN A 4-CLASS PROBLEM

Proposition
Combination

Augmented Classes
in Combination

Number of
Classes

C1 {ω1}, {ω2}, {ω3}, {ω4} 4
C2 {ω1}, {ω2, ω3, ω4} 2
C3 {ω2}, {ω1, ω3, ω4} 2
C4 {ω3}, {ω1, ω2, ω4} 2
C5 {ω4}, {ω2, ω3, ω4} 2
C6 {ω1, ω2}, {ω3, ω4} 2
C7 {ω1, ω3}, {ω2, ω4} 2
C8 {ω1, ω4}, {ω2, ω3} 2

Given a recorded response (i.e., class label) Ci ∈ Ω for
a sample in S, the positive class label {·}+ is defined as
an augmented class A ∈ Cp such that Ci ∈ A. In other
words, the positive class for a sample i is the augmented
class in Cp containing the original sample label Ci. The set
of all other classes in Cp, the negative classes, is denoted as
{·}−. Thus, Cp

def
= {{·}+, {·}−}. Using the classes in Cp,

the augmentation of the dataset Dk with the positive class
results in the creation of the augmented response data structure
Dpk, which forms part of the Augmented Class and ML Model
subcomponent in Fig. 1. The class labels in Cp become the
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Fig. 1. Overview of the NAPS Fusion framework. The framework is broken down into two major components: the naive adaptive probabilistic sensor
component, which structures uncertain sensor information prior to fusion, and the DST fusion component, which relies on DST to fuse bodies of evidence.

new class labels that the machine learning (ML) models are
trained on. Due to this augmentation of classes, NAPS Fusion
can simplify an intricate, multi-class classification problem by
using classifiers trained on fewer classes. Moreover, NAPS
Fusion’s ability to handle combinations of singleton proposi-
tions (e.g., {ω1, ω2} ∈ C6) allow it to potentially form less
complex decision boundaries compared to, for example, one
vs. all classifiers. Uncertainty in the exact class is resolved in
the fusion stage. Comparison fusion methods implemented in
this paper strictly use binary classifiers trained on one vs. all
proposition combinations C2–C5, whereas NAPS Fusion uses
C2–C8.

3) Class imbalance: Using the augmented response Dpk,
an ML model Mpk is created. The fusion stage, discussed
later on, is amenable to ML models that provide a probability,
distance metric, or vote as an output. Thus, we chose to
work with logistic regression classifiers for the models. To
improve the performance of Mpk and reduce the variance,
bootstrap aggregating (bagging) is used on each model to
create a multitude of bags or micro-models. More importantly,
Synthetic Minority Over-sampling Technique (SMOTE) [32] is
used to reduce the class imbalance that is further exacerbated
by the introduction of the augmented class labels.

4) Model uncertainty: In addition to the class imbalance
reduction that SMOTE provides, SMOTE reduces model un-
certainty introduced by lack of density in the input feature
space by clustering new feature samples using a k-nearest
neighbors approach. Moreover, NAPS performs model selec-
tion on the P × K ML models to find the models with the

lowest uncertainty (i.e., the strongest predictors) per proposi-
tion combination. This process of model selection results in the
adaptive aspect of NAPS, as samples from the original dataset
are routed through different ML models prior to fusion. It
is motivated by research demonstrating that different sensors,
and feature subspaces by implication, are more capable of
predicting certain activities [33].

After the model selection process, additional model uncer-
tainty is encapsulated in the support assigned to an augmented
class through the use of a voting system. For each augmented
class, the number of bags (micro-models) that “voted” for the
augmented class is normalized by the total number of bags.
These votes are placed in the support data structure Vpk, where
zero support is given to augmented classes not in the positive
class {·}+ or negative class {·}−. Further model uncertainty
is handled by DST. The augmented classes in the support
structure Vpk are assigned a mass through the use of a mass
assignment function mpk(·) that forms part of DST. Through
the calculation of these masses, the DST Fusion component of
NAPS Fusion generates the final supports for a data sample.
The definition of the mass assignment function and other DST
concepts are provided in the following subsection.

B. DST Fusion

Each classification model derived from a proposition com-
bination in Table I contributes to the decision-making process
in NAPS Fusion. The goal of DST fusion is to bring together
the information provided by the “sensors” (i.e., ML models)
that form part of the Adaptive Probablistic Sensor. This is



done by fusing the support information provided by the ML
models trained on different feature subspaces. At the end of
fusion process, the supports given to the original class labels
are used to assign a final class label to a data sample. We
provide a gentle exposition into Dempster-Shafer theory to
explain the DST Fusion component in Fig. 1.

DST starts by assuming a frame of discernment (FoD) Ω,
a concept previously discussed. A mass is assigned to each
element in P(Ω) with a function m : P(Ω) 7−→ [0, 1].
This function is known as the basic probability assignment,
or simply the mass assignment. If the subset is assigned a
non-zero mass, then it is called a focal element. The mass
assignment function satisfies the following properties:

m(∅) = 0;
∑

A⊆P(Ω)

m(A) = 1

The mass assignment function used prior to the DST fusion
stage is the following:

mpk(A) =



1− e−Θ/D

1− e−1/D
, for A = Ω,

0, for A = ∅,

Ti

Ttot
(1−mpk(Ω)), otherwise,

(2)

where D = (e− 1)e and Θ is the uncertainty associated with
the classifier voting strategy. It is calculated as

Θ = 1−

√(
T1

Ttot
− 1

Ctot

)2

+ · · ·+
(
TCtot

Ttot
− 1

Ctot

)2

√
Ctot − 1

Ctot

(3)

Here, Ctot represents total number of augmented classes in
the proposition combination, Ttot is the total number of votes
(bags), and Ti is the number of votes for augmented class i.
Complete ignorance (i.e., maximum uncertainty) of the true
augmented class occurs when for all i, Ti = Ttot/Ctot. This
results in an uncertainty value of Θ = 1 and a corresponding
mass assignment of mpk(Ω) = 1. Minimum uncertainty (i.e.,
Θ = 0,mpk(Ω) = 0) occurs when for some i, Ti = Ttot.

Dempster-Shafer theory allows the combination of mass
assignments with the use of Dempster’s Combination Rule
(DCR) [29].

m(A) =

∑
B∩C=A6=∅

m1(B)m2(C)

1−
∑

B∩C=∅

m1(B)m2(C)
(4)

Here, (A,B,C) ⊆ Ω and m1,m2 are any mpk and mp′k′ ,
where p 6= p′, k 6= k′. The denominator and the numerator
represent the conflict between the sets and the cumulative
confirmation from the sets to support proposition A respec-
tively. DCR allows the support information provided by all
ML models to be fused together, two models at a time.

C. NAPS Fusion for Activity Recognition

We applied NAPS Fusion on the benchmark UCSD Ex-
traSensory dataset [20]. The ExtraSensory dataset is a feature
rich and publicly available dataset with 51 diverse context
labels and 225 different features across 10 sensing modali-
ties. There are 300,000 activity samples from 60 participants
collected over the course of a week. The dataset contains
data from multiple smartphone sensing modalities such as
accelerometer, gyroscope, magnetometer, audio, location, and
phone-state, as well as accelerometer data from an additional
smartwatch. Rather than providing raw sensor measurements,
the dataset instead provides features derived from the raw
measurements at 1-second intervals. On average, each sensor
provides about 23 features.

The ExtraSensory dataset has a total of six mutually exclu-
sive activities: lying down, walking, sitting, running, bicycling
and standing. From these six activities, only the first four
activities are explored in this study, that is, lying down,
walking, sitting, and running. Our focus on only four activities
helps reduce the exponential computational complexity penalty
that is incurred in the fusion stage due to DCR [34]. The
following sections break down important components of the
experimental design.

1) Developing feature sets: The features selected from 6
out of the 10 sensors in the ExtraSensory dataset are shown
in Table II. These same sensors are used in the study that
introduces the LFA and LFL late fusion methods [20]—the
methods this study compares against. The abbreviated labels
for the six sensors are as follows: Acc = phone accelerometer,
Gyro = phone gyroscope, Aud = phone audio, Loc = phone
location, PS = phone state, and WAcc = watch accelerometer.
Alone, these six sensors capture nearly 80% of the total
number of features. Examples of features found in the dataset
include mean and standard deviation of the accelerometer
readings, phone state (active or inactive), and minimum and
maximum speed of the user obtained from location measure-
ments. More information on the features in the dataset can be
found in [20] and at the dataset’s website1.

TABLE II
UCSD EXTRASENSORY DATASET FEATURES

Acc Gyro Aud Loc PS WAcc Total

26 26 26 17 34 46 175

The LFA and LFL fusion methods use all of a sensor’s
available features during model training (e.g., all 26 features
in Acc). For NAPS Fusion, we randomly sampled 10% of
features from each sensor, rounding down to the nearest integer
value where necessary. This resulted in a total of 14 sampled
features. These subsets of the original feature space S form the
reduced feature sets Dk shown in Fig. 1. For the ExtraSensory
dataset, K = 200 reduced feature sets were created to
randomly span S. The comparison late fusion methods, LFA

1ExtraSensory Dataset website: http://extrasensory.ucsd.edu/



and LFL, create a single logistic regression model per sensor
in Table II, trained on all sensor features. NAPS Fusion instead
uses a logistic regression bagging approach per reduced feature
set Dk.

2) Augmenting response variables: Each of the original
activity labels forms a proposition ωi ∈ Ω. Prior to classifier
training, the P = 7 two-class proposition combinations C2

through C8 in Table I are selected. The positive and negative
augmented classes in these proposition combinations result in
the creation of the augmented class datasets Dpk. Thus, prior
to model training, 200 × 7 = 1400 augmented class datasets
are created from the K = 200 reduced feature sets Dk and
P = 7 two-class proposition combinations.

3) Model training using SMOTE and bagging: The aug-
mentation of the class variables can exacerbate the class
imbalance problem already present in the original dataset. To
alleviate this, SMOTE creates synthetic instances of minority
classes in order to balance the majority and minority classes. In
order to reduce the variability in the model prediction, bagging
was used to create Ttot = 200 bags by sampling 60% of the
training data with replacement.

4) Model uncertainty calculation: With a multitude of
logistic regression classifiers created, the strongest predictors
are kept and used in the ML model selection stage. Before
choosing the predictors, a normalized bagging voting approach
is used to calculate the proportion of votes given to augmented
classes by each classifier. Eq. (3) is used to calculate the
uncertainty in the classifier votes by taking into account the
amount of votes for each augmented class.

5) Model selection and fusion: With an uncertainty value
associated to each model, we selected the top performing
models in the ML Model Selection stage, shown in Fig. 1,
and used them to perform the classification task. The top
performing models for each combination in C2 through C8

(7 total combinations) were the 6 with the lowest uncertainty
value Θ. This resulted in the selection 7×6 = 42 classifiers out
of the original 1, 400. After the initial uncertainty is assigned
to a test data sample using the mass assignment function mpk,
DST fusion combines all other mass assignments using DCR
and produces the final supports for the singleton augmented
classes.

III. RESULTS & DISCUSSION

To compare against NAPS Fusion, we implemented the
late fusion methods LFA and LFL, and evaluated a 5-fold
cross validation performance. We selected and measured the
following performance metrics: precision, recall, specificity,
F1 score, and balanced accuracy. The four classified activities
were lying down, sitting, walking, and running. The results of
the performance metrics are summarized in Table III. The “%
Change NAPS” column in the table shows the percent gain or
drop between the highest value of either of the compared late
fusion methods and NAPS Fusion. Note that the values for the
compared late fusion methods were from our implementation
of the published methods. These implementations on our

4-class problem demonstrated similar performance metrics
values with those reported in [20].

TABLE III
PERFORMANCE METRIC RESULTS OF THE TESTED FUSION METHODS

(BEST RESULTS ARE BOLDED)

Performance
Metric

Class
Sensor Fusion

Method % Change
NAPSLFA LFL NAPS

Precision

Lying down 0.70 0.77 0.89 16%
Sitting 0.65 0.64 0.83 28%
Walking 0.28 0.26 0.58 110%
Running 0.02 0.03 0.61 1900%

Recall

Lying down 0.91 0.88 0.88 -3.3%
Sitting 0.86 0.80 0.77 -10%
Walking 0.90 0.81 0.77 -14%
Running 0.83 0.73 0.58 -30%

Specificity

Lying down 0.80 0.86 0.91 5.8%
Sitting 0.70 0.71 0.82 15%
Walking 0.74 0.74 0.79 6.7%
Running 0.51 0.74 0.74 0%

Balanced
Accuracy

Lying down 0.85 0.87 0.90 2.9%
Sitting 0.78 0.75 0.79 1.9%
Walking 0.82 0.77 0.78 -4.9%
Running 0.67 0.74 0.66 -10%

F1 Score

Lying down 0.79 0.82 0.88 8%
Sitting 0.74 0.71 0.80 8%
Walking 0.43 0.39 0.66 55%
Running 0.03 0.06 0.59 930%

In all the four classified activities, NAPS Fusion resulted in
higher precision values than the UCSD late fusion methods.
Similar results are present in the other performance metrics,
except for recall. We hypothesize that the lower recall of
NAPS fusion, especially in walking and running, is due
dataset balancing resulting from the synthetic oversampling
of SMOTE. The use of synthetic oversampling may have
introduced synthetic samples close to false negative samples
that were detrimental to the performance of NAPS Fusion
and LFL. The simplicity in the weighting approach of LFA,
simple averaging, may have given it an advantage over the
more complex weighting approach of NAPS Fusion and, to
an extent, LFL.

In spite of the recall results, with NAPS Fusion we obtained
higher F1 scores, shown in Table III, striking a good balance
between precision and recall to decrease the miss-classification
rate. Here we note the severe underperformance of LFA and
LFL in the F1 scores of walking and running, where NAPS
Fusion outperforms LFA in running by 56%. These results
are consistent with those presented in [20], where running, in
particular, is a difficult activity to classify. In the F1 score of
running, we also observe the biggest percent change increase,
930%, between NAPS Fusion and LFL.

Additionally, the high specificity of NAPS Fusion highlights
its ability to correctly identify the majority of the negative
samples across all labels, thereby decreasing the occurrence of
false positives. In balanced accuracy, a metric that takes into
account both specificity and recall, we observed comparable
performance between NAPS and LFL and LFA, with the
biggest percent drop in performance, -10%, being in running.



The overall comparable performance demonstrates that despite
the lower recall values of NAPS Fusion on all activities, NAPS
Fusion is able to maintain comparable or better performance
across the various performance metrics.

IV. CONCLUSION

Human activity recognition has the potential to greatly im-
prove our daily lives through applications like automated care-
giving (e.g., home-based rehabilitation) and enhanced health
and fitness activity tracking. However, imbalanced datasets,
large feature spaces, multi-class problems, and uncertainty in
the decision boundaries of models, make in-the-wild human
activity recognition a challenging task. Our evaluation of the
NAPS Fusion framework shows that the use of Dempster-
Shafer theory-based sensor fusion approach provides a signif-
icant step in the right direction to solve these challenges. The
method outperformed related decision level fusion techniques
in nearly all the performance metrics we tested. Furthermore,
we managed strike a balance between precision, recall, and
specificity through higher F1 score and balanced accuracy
values across all activities. We are the first to show that the
NAPS Fusion framework is able to provide an improvement in
precision in multi-class activity recognition problems through
its class balancing, model creation on reduced feature sets
and augmented classes, and use of Dempster-Shafer theory
to resolve model (e.g., binary classifier) uncertainty.

Future work will address the computational complexity of
Dempster-Shafer theory, which can pose problems in classifi-
cation tasks with more than five to six classes. To remedy
this, we intend to explore other combination rules for the
model fusion stage and use distributed computing approaches.
Additionally, the potential applications of NAPS Fusion ex-
tend beyond human activity recognition. Future applications
include pilot physiological monitoring to improve our work on
cognitive state detection [35], [36]. These applications provide
a suitable testbed for context recognition in highly demanding
psychophysiological workload environments.
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